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Introduction: When we are listening to someone within a noisy environment, our auditory system 
allows us to follow the attended speaker despite concurrently ongoing sounds like other conversations 
(Cherry, 1953). Interestingly, while we are processing the speech of interest, it has been shown that 
neural activity tracks changes in the attended speech signal more strongly than those in the ignored 
speech (Mesgarani & Chang, 2012; Kerlin et al., 2010). Based on this finding, methods have been 
developed to decode the attended speaker within a multi-speaker environment (Alickovic et al., 2019; 
Ding & Simon, 2012). This offers opportunities for promising future applications in assistive devices 
(Slaney et al., 2020) such as neuro-steered hearing aids (Geirnart et al., 2021) or other brain-computer 
interfaces (Gao et al, 2014), especially in complex, uncontrolled natural auditory scenes. However, so 
far, these methods have been tested exclusively inside the lab, under controlled conditions. It remains 
unknown if the attended speaker can still be decoded when the neural data has been collected in more 
ecologically valid situations.   

Methods: The present study takes a commonly used attended speaker decoding method out of the lab 
into a more realistic, ecologically valid scenario by addressing two issues: First, we determined 
whether attended speaker decoding is possible during leisure walking. Second, we investigated how 
bottom-up distraction impacts the top-down driven neural impulse response to an attended speech 
stream. We used a well-established two-competitive speaker paradigm (O’Sullivan et al., 2014; 
Mirkovic et al., 2016) to investigate the dynamics of auditory attention. Participants (N=19; 4 male, 
mean age 24.2 years) were instructed to attend to one of two simultaneously presented, spatially 
separated, continuous speech streams. To-be-attended and to-be-ignored speech streams consisted of 
short stories of an audio book, narrated by a male speaker and were presented via in-ear headphones. 
In a third auditory stream various natural environmental sounds served as transient salient events. 
Participants alternately sat on a chair or walked along an indoor route. Each block (sitting, walking) 
lasted approximately 5 minutes and was repeated three times. Neurophysiological responses were 
recorded using 24 channel mobile EEG system (SMARTING, mBrainTrain, Belgrade, Serbia). The 
first objective of this study was to compare the decoding accuracy of a representative, commonly used 
backward auditory attention decoding (AAD) model (Crosse et al., 2016; O’Sullivan et al., 2014) 
between the mobile and stationary condition. As artifact attenuation is an integral part of mobile EEG 
pre-processing, the influence of two different EEG artifact attenuation methods (Artifact Subspace 
Reconstruction (ASR), Independent Component Analysis (ICA)) on model performance was 
investigated as well. Additionally, the effect of trial length was investigated investigating AAD model 
performance in trials of different window lengths (5-s vs 60 s). The second objective was to 
investigate the effect of salient distractor events on the neural tracking of the to-be-attended and to-be-
ignored speech stream by using ICA-attenuated data, 5 seconds before and 5 seconds after a salient 
event.  

Results: Results confirmed that decoding accuracy (O’Sullivan et al.,2014, Crosse et al., 2016) was 
higher for 60-s long trials than for 5-s long trials (no attenuation: t = -11.9, p < 10-10; ASR: t = -7.6, p 
< 10-7; ICA: t = -16.1, p < 10-12). Accuracy was above chance level across both tested trial lengths (5-s, 
60-s) in both movement conditions (Figure 1), although higher in sitting compared to walking 



condition (60-s: t = 4.01, p < 0.001; 5-s: t = 3.42, p = 0.003). In a second analysis, a forward model 
was trained to get a better estimate of neuropsychological processes in moments of distraction (Crosse 
et al., 2016). Results show that the magnitude of the neural impulse response to the to-be-attended 
speaker dropped significantly after the occurrence of a salient event (t = 4.85, p < 10-4). This was 
found in both movement conditions. Interestingly, the magnitude of the neural impulse response to the 
to-be-ignored speaker also decreased significantly after the occurrence of a salient event, although to a 
lesser extent (t = 2.6, p = 0.018).  

Conclusion: Our study demonstrates, for the first time, successful auditory attention decoding while 
listeners were walking freely. Even with AAD evaluation periods as short as 5 seconds, predicting the 
attended speaker was possible. This finding holds for artifact attenuated as well as uncorrected data. 
Furthermore, we confirmed the effect of transient salient events on sustained attention, using the 
neural impulse responses to attended speech. Limited attentional resources appear to be recruited by 
salient events, before they can be re-directed to the task at hand, and this appears to be the case in 
stationary as well as mobile scenarios.  

 

 

 

 

Figure 1 | A: Distribution of decoding accuracy between 165-210ms after speech envelope in 60-s 
trials. B: Average decoding accuracy for all trial lengths (s) in latencies from 0 to 300 ms relative to 
speech envelope. Sitting (green) and walking (yellow) data without no artifact attenuation. Chance 
level for each trial length indicated in grey. C: Results for ASR attenuated data. D: Results for ICA 
attenuated data. 
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